
Lecture 11 Systems of differential equations

I If ẋ = ax with x = c at t = 0, then x = c eat .

I If ẋi = aixi with xi = ci at t = 0 (for i = 1, 2, 3), then xi = ci e
ai t

I Put

x =

x1x2
x3

 c =

c1c2
c3

 D =

a1 0 0
0 a2 0
0 0 a3

 eDt =

ea1t 0 0
0 ea2t 0
0 0 ea3t


The equations are ẋ = Dx with x = c at t = 0; the solution is x = eDtc.

I Suppose instead x = c at t = 0 with

ẋ1 = a11x1 + a12x2 + a13x3
ẋ2 = a21x1 + a22x2 + a23x3
ẋ3 = a31x1 + a32x2 + a33x3

so ẋ = Ax where A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 .
I To solve this, diagonalise A = UDU−1 with D = diag(λ1, λ2, λ3) say, so

ẋ = UDU−1x . Put y = U−1x and d = U−1c so
ẏ = U−1ẋ = DU−1x = Dy , with y = d at t = 0. This gives y = eDtd ,
where

eDt = diag(eλ1t , eλ2t , eλ3t);

so x = Uy = UeDtd = UeDtU−1c.

Differential equations example

If ẋ = Ax , x = c at t = 0, A = UDU−1, then x = UeDtU−1c where
D = diag(λ1, . . . , λn) and eDt = diag(eλ1t , . . . , eλnt).

Example 15.1: Suppose ẋ1 = x1 + x2 + x3; ẋ2 = 2x2 + 2x3; ẋ3 = 3x3
with x1 = x2 = 0 and x3 = 1 at t = 0. This can be written as ẋ = Ax , where

A =

1 1 1
0 2 2
0 0 3

. By Example 14.6: A = UDU−1, where

U =

1 1 3/2
0 1 2
0 0 1

 D =

1 0 0
0 2 0
0 0 3

 U−1 =

1 −1 1/2
0 1 −2
0 0 1

 .
So x = UeDtU−1c, where c = initial value =

[
0 0 1

]T
. Thus

x =

1 1 3/2
0 1 2
0 0 1

et 0 0
0 e2t 0
0 0 e3t

1 −1 1/2
0 1 −2
0 0 1

0
0
1



=


et e2t 3

2
e3t

0 e2t 2e3t

0 0 e3t


1/2
−2
1

 =


1
2
et − 2e2t + 3

2
e3t

−2e2t + 2e3t

e3t

.

Differential equations example

Suppose ẋ = ẏ = ż = x + y + z with x = z = 0 and y = 1 at t = 0.

Thus v̇ = Av , where v =

xy
z

 and A =

1 1 1
1 1 1
1 1 1

; v =

0
1
0

 at t = 0

The characteristic polynomial is

χA(t) = det

1− t 1 1
1 1− t 1
1 1 1− t

 = 3t2 − t3 = t2(3− t).

Eigenvalues are λ1 = 0, λ2 = 0 and λ3 = 3. If we put

u1 =

 1
−1
0

 u2 =

 0
1
−1

 u3 =

1
1
1


we find that Au1 = Au2 = 0 and Au3 = 3u3. Thus, the vectors ui form a basis
for R3 consisting of eigenvectors for A. This means that we have a
diagonalisation A = UDU−1, where

U =

 1 0 1
−1 1 1
0 −1 1

 D =

0 0 0
0 0 0
0 0 3

 .



Differential equations example

v̇ = UDU−1v and v = c at t = 0 where

U =

 1 0 1
−1 1 1
0 −1 1

 D =

0 0 0
0 0 0
0 0 3

 c =

0
1
0



We can find U−1 by the following row-reduction: 1 0 1 1 0 0
−1 1 1 0 1 0
0 −1 1 0 0 1

 →
 1 0 1 1 0 0

0 0 3 1 1 1
0 −1 1 0 0 1

 →
 1 0 0 2/3 −1/3 −1/3

0 0 1 1/3 1/3 1/3
0 −1 0 −1/3 −1/3 2/3

 →
 1 0 0 2/3 −1/3 −1/3

0 1 0 1/3 1/3 −2/3
0 0 1 1/3 1/3 1/3

 .
The conclusion is that

U−1 =
1

3

2 −1 −1
1 1 −2
1 1 1

 .

Differential equations example

v̇ = UDU−1v and v = c at t = 0 where

U =

 1 0 1
−1 1 1
0 −1 1

 D =

0 0 0
0 0 0
0 0 3

 U−1 =
1

3

2 −1 −1
1 1 −2
1 1 1

 c =

0
1
0



The solution to our differential equation is now v = UeDtU−1c:xy
z

 =
1

3

 1 0 1
−1 1 1
0 −1 1

1 0 0
0 1 0
0 0 e3t

2 −1 −1
1 1 −2
1 1 1

0
1
0


=

1

3

 1 0 e3t

−1 1 e3t

0 −1 e3t

−1
1
1

 =

(e3t − 1)/3
(e3t + 2)/3
(e3t − 1)/3

 .

Another approach to the same problem

I Again consider ẋ = ẏ = ż = x + y + z with x = z = 0, y = 1 at t = 0.

I Put a = x − y . Subtracting ẋ = x + y + z and ẏ = x + y + z we get ȧ = 0,
so a is constant. At t = 0 we have a = 0− 1 = −1, so a = −1 for all t.

I Put b = y − z . Subtracting ẏ = x + y + z and ż = x + y + z we get ḃ = 0,
so b is constant. At t = 0 we have b = 1− 0 = 1, so b = 1 for all t.

I Put c = x + y + z . Adding the equations ẋ = c and ẏ = c and ż = c
gives ċ = 3c, so c = c0e

3t for some constant c0. At t = 0 we have
c = 0 + 1 + 0 = 1, so c0 = 1, so c = e3t .

I We now have x − y = −1 and y − z = 1 and x + y + z = e3t . These can
be solved algebraically to get

x =
e3t − 1

3
y =

e3t + 2

3
z =

e3t − 1

3

as before.

I Here we found appropriate quantities a, b and c by inspection. The
eigenvalue method effectively does the same thing in a more systematic
way.

Solving difference equations

Problem: find a formula for the sequence where a0 = −1, a1 = 0, and
ai+2 = 6ai+1 − 8ai for all i ≥ 0.

a2 = 6a1 − 8a0 = 6× 0− 8× (−1) = 8

a3 = 6a2 − 8a1 = 6× 8− 8× 0 = 48

a4 = 6a3 − 8a2 = 6× 48− 8× 8 = 224 etc.

Vector formulation: put vi =

[
ai
ai+1

]
∈ R2, so v0 =

[
−1
0

]
and

vn+1 =

[
an+1

an+2

]
=

[
an+1

6an+1 − 8an

]
=

[
0 1
−8 6

] [
an
an+1

]
=

[
0 1
−8 6

]
vn.

We write A =

[
0 1
−8 6

]
, so the above reads vn+1 = Avn. Thus v1 = Av0,

v2 = Av1 = A2v0, v3 = Av2 = A3v0, vn = Anv0.

We can be more explicit by finding the eigenvalues and eigenvectors of A.



Solving difference equations

vn =

[
an
an+1

]
= Anv0 A =

[
0 1
−8 6

]
v0 =

[
−1
0

]
.

The characteristic polynomial is

χA(t) = det

[
−t 1
−8 6− t

]
= t2 − 6t + 8 = (t − 2)(t − 4),

so the eigenvectors are 2 and 4. Using the row-reductions

A− 2I =

[
−2 1
−8 4

]
→
[

1 −1/2
0 0

]
A− 4I =

[
−4 1
−8 2

]
→
[

1 −1/4
0 0

]

we see that u1 =

[
1
2

]
and u2 =

[
1
4

]
are eigenvectors of eigenvalues 2 and 4

(forming a basis for R2). We now have a diagonalisation A = UDU−1, where

U = [u1|u2] =

[
1 1
2 4

]
D =

[
2 0
0 4

]
U−1 =

[
2 −1/2
−1 1/2

]
.

This gives vn = Anv0 = UDnU−1v0.

Solving difference equations

vn =

[
an
an+1

]
= Anv0 = UDnU−1v0

U =

[
1 1
2 4

]
D =

[
2 0
0 4

]
U−1 =

[
2 −1/2
−1 1/2

]
v0 =

[
−1
0

]
.

[
an
an+1

]
=

[
1 1
2 4

] [
2n 0
0 4n

] [
2 −1/2
−1 1/2

] [
−1
0

]
=

[
2n 4n

2n+1 4n+1

] [
−2
1

]
=

[
4n − 2n+1

4n+1 − 2n+2

]
Thus an = 4n − 2n+1 = 22n − 2n+1. We will check that this formula does indeed
give the required properties:

a0 = 20 − 21 = 1− 2 = −1

a1 = 22 − 22 = 0

6ai+1 − 8ai = 6(22i+2 − 2i+2)− 8(22i − 2i+1) = 24× 22i − 24× 2i − 8× 22i + 16× 2i

= 16× 22i − 8× 2i = 22i+4 − 2i+3 = 22(i+2) − 2(i+2)+1 = ai+2.

Another difference equation

We will find the sequence satisfying b0 = 3 and b1 = 6 and b2 = 14 and

bi+3 = 6bi − 11bi+1 + 6bi+2.

The vectors vi =
[
bi bi+1 bi+2

]T
satisfy v0 =

[
3 6 14

]T
and

vi+1 =

bi+1

bi+2

bi+3

 =

 bi+1

bi+2

6bi − 11bi+1 + 6bi+2

 =

0 1 0
0 0 1
6 −11 6

 bi
bi+1

bi+2

 = Bvi .

It follows that vn = Bnv0 for all n, and bn is the top entry in the vector vn.
Now diagonalise B. The characteristic polynomial is

χB(t) = det

−t 1 0
0 −t 1
6 −11 6− t

 = −t det

[
−t 1
−11 6− t

]
− det

[
0 1
6 6− t

]
= −t(t2 − 6t + 11)− (−6) = 6− 11t + 6t2 − t3 = (1− t)(2− t)(3− t),

so the eigenvalues are 1, 2 and 3.

Another difference equation

vn =

 bn
bn+1

bn+2

 = Bn

 3
6

14

 B =

0 1 0
0 0 1
6 −11 6

 has eigenvalues 1, 2, 3.

Now find the eigenvectors:

B − I =

−1 1 0
0 −1 1
6 −11 5

 →

1 0 −1
0 1 −1
0 0 0

 u1 =

1
1
1


B − 2I =

−2 1 0
0 −2 1
6 −11 4

 →

1 0 −1/4
0 1 −1/2
0 0 0

 u2 =

1
2
4


B − 3I =

−3 1 0
0 −3 1
6 −11 3

 →

1 0 −1/9
0 1 −1/3
0 0 0

 u3 =

1
3
9

 .

B = UDU−1 where U =

1 1 1
1 2 3
1 4 9

 D =

1 0 0
0 2 0
0 0 3





Another difference equation

vn = UDnU−1v0 U =

1 1 1
1 2 3
1 4 9

 D =

1 0 0
0 2 0
0 0 3

 v0 =

 3
6

14


Find U−1 by the adjugate method:

m11 = 6 m12 = 6 m13 = 2

m21 = 5 m22 = 8 m23 = 3

m31 = 1 m32 = 2 m33 = 1.

adj(U) =

+m11 −m21 +m31

−m12 +m22 −m32

+m13 −m23 +m33

 =

 6 −5 1
−6 8 −2
2 −3 1

 .
det(U) = 1m11 − 1m12 + 1m13 = 6− 6 + 2 = 2.

U−1 =
adj(U)

det(U)
=

 3 −5/2 1/2
−3 4 −1
1 −3/2 1/2

 .

Another difference equation

vn = UDnU−1v0 =

1 1 1
1 2 3
1 4 9

1 0 0
0 2n 0
0 0 3n

 3 −5/2 1/2
−3 4 −1
1 −3/2 1/2

 3
6

14



=

1 2n 3n

1 2n+1 3n+1

1 2n+2 3n+2

1
1
1

 =

 1 + 2n + 3n

1 + 2n+1 + 3n+1

1 + 2n+2 + 3n+2

 .
Thus bn = 1 + 2n + 3n. Check:

b0 = 1 + 1 + 1 = 3 b1 = 1 + 2 + 3 = 6 b2 = 1 + 4 + 9 = 14

6bi − 11bi+1 + 6bi+2 = 6(1 + 2i + 3i )− 11(1 + 2i+1 + 3i+1) + 6(1 + 2i+2 + 3i+2)

= (6− 11 + 6) + (6− 22 + 24)2i + (6− 33 + 54)3i

= 1 + 8× 2i + 27× 3i

= 1 + 2i+3 + 3i+3 = bi+3.

A slightly different method

Find eigenvalues and eigenvectors as before:

λ1 = 1
λ2 = 2
λ3 = 3

u1 =

1
1
1

 u2 =

1
2
4

 u3 =

1
3
9

 .
Recall vn = UDnU−1v0. We do not need all of U−1, we only need U−1v0.
This amounts to expressing v0 as a linear combination of the columns ui .
For this we row-reduce [u1|u2|u3|v0]: 1 1 1 3

1 2 3 6
1 4 9 14

 →
 1 1 1 3

0 1 2 3
0 3 8 11

 → · · · →
 1 0 0 1

0 1 0 1
0 0 1 1

 .
The required coefficients appear in the last column: v0 = u1 + u2 + u3.
This can also be seen by inspection.
As uk is an eigenvector of eigenvalue k, we have Bnuk = knuk , so

vn = Bnv0 = Bnu1+Bnu2+Bnu3 =

1
1
1

+2n

1
2
4

+3n

1
3
9

 =

 1 + 2n + 3n

1 + 2n+1 + 3n+1

1 + 2n+2 + 3n+2

 .
Moreover, bn is the top entry in vn, so we again conclude that

bn = 1 + 2n + 3n.

Fibonacci numbers

The Fibonacci numbers are given by F0 = 0 and F1 = 1 and Fn+2 = Fn + Fn+1.

The vectors vi =

[
Fi

Fi+1

]
therefore satisfy v0 =

[
0
1

]
and

vn+1 =

[
Fn+1

Fn+2

]
=

[
Fn+1

Fn + Fn+1

]
= Avn, where A =

[
0 1
1 1

]
.

It follows that vn = Anv0. We have χA(t) = t2 − t − 1, which has roots
λ1 = (1 +

√
5)/2 and λ2 = (1−

√
5)/2. To find an eigenvector of eigenvalue

λ1, we must solve[
0 1
1 1

] [
x
y

]
= λ1

[
x
y

]
or

y = λ1x
x + y = λ1y

Substituting y = λ1x in x + y = λ1y gives x + λ1x = λ2
1x , or

(λ2
1 − λ1 − 1)x = 0, which is automatic, because λ1 is a root of t2 − t − 1 = 0.

Take x = 1 to get an eigenvector u1 =

[
1
λ1

]
of eigenvalue λ1.

Similarly, we have an eigenvector u2 =

[
1
λ2

]
of eigenvalue λ2.



Fibonacci numbers

vn = An

[
0
1

]
uk =

[
1
λk

]
Auk = λkuk

λ1 = (1 +
√

5)/2

λ2 = (1−
√

5)/2

We now need to find α and β such that αu1 + βu2 = v0, or equivalently

α

[
1
λ1

]
+ β

[
1
λ2

]
=

[
0
1

]
or

β = −α
α(λ1 − λ2) = 1.

Now λ1 − λ2 =
√

5 so α = 1/
√

5 and β = −1/
√

5 and v0 = (u1 − u2)/
√

5.

vn = Anv0 =
Anu1 − Anu2√

5
=
λn
1u1 − λn

2u2√
5

=
1√
5

[
λn
1 − λn

2

λn+1
1 − λn+1

2

]
.

Moreover, Fn is the top entry in vn, so we obtain the formula

Fn =
λn
1 − λn

2√
5

=
(1 +

√
5)n − (1−

√
5)n

2n
√

5
.

It is also useful to note here that λ1 ' 1.618033988 and λ2 ' −0.6180339880.
As |λ1| > 1 and |λ2| < 1 we see that |λn

1| → ∞ and |λn
2| → 0 as n→∞. When

n is large we can neglect the λ2 term and we have Fn ' λn
1/
√

5.


